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Abstract – Age and gender prediction from facial images is an essential task in applications 
such as security systems human-computer interaction and personalized recommendations 
however variations in facial features due to lighting expressions and aging effects make it 
a challenging problem traditional convolutional neural networks CNNs often struggle with 
generalization whereas transformer-based models have shown superior performance by 
capturing long-range dependencies through self-attention mechanisms a multi-task 
learning approach where age estimation gender classification and contextual age 
positioning are trained together enhances feature representation and improves accuracy 
incorporating feature reweighting techniques allows the model to focus on critical facial 
attributes refining predictions dynamically additionally leveraging contextual learning such 
as relative age positioning strengthens the models ability to understand relationships 
between different age groups evaluations using benchmark datasets with diverse 
demographic distributions demonstrate the effectiveness of such an approach with 
performance measured through metrics like mean absolute error MAE for age estimation 
and classification accuracy for gender prediction future research can further enhance these 
models by integrating domain adaptation techniques and optimizing computational 
efficiency for real-time applications in biometric authentication healthcare and social 
media analytics 
 
Index Terms – Age Prediction, Gender Classification, Swin Transformer, Multi-task 
Learning,	Facial Analysis, Attention Mechanism. 
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I. INTRODUCTION 

Predicting age and gender from facial images is essential in various applications, such as identity 
authentication, human-computer interaction, and personalized marketing. However, factors like lighting 
conditions, facial expressions, pose variations, and demographic diversity make accurate predictions 
challenging. Traditional CNN-based models, though effective in feature extraction, often struggle with 
generalizing across diverse facial attributes. To address these challenges, this study presents a novel 
approach that utilizes the Swin Transformer within a multi-task learning framework. The Swin 
Transformer, with its hierarchical architecture and shifted window mechanism, efficiently captures both 
local and global facial features, offering a more detailed representation than conventional CNNs. The 
proposed model simultaneously performs three tasks: age estimation, gender classification, and relative 
age positioning.  

 
By learning these tasks together, the model leverages shared information, leading to more accurate 

predictions. The age estimation component predicts an individual’s precise age, the gender classification 
module identifies male or female characteristics, and the relative age positioning module contextualizes 
individuals within an age distribution, improving adaptability across various demographics. This multi-
task learning strategy strengthens the model’s ability to identify relationships between different facial 
attributes, enhancing robustness and generalization. The integration of the Swin Transformer further 
optimizes feature extraction, ensuring reliable performance across diverse facial conditions. Experimental 
results on benchmark datasets demonstrate that this approach outperforms conventional CNN-based 
methods, achieving higher accuracy and improved generalization in age and gender prediction. 
 
II. LITERATURE SURVEY 

Age and gender prediction have been widely studied in computer vision, with early approaches 
relying on handcrafted features and traditional machine learning classifiers[11][19]. With the rise of 
deep learning, Convolutional Neural Networks (CNNs) became dominant for facial attribute 
analysis[2][20]. Researchers have explored classification and regression-based approaches for age 
estimation[7][21], while gender classification has typically been handled as a binary classification 
problem using deep CNN architectures[10][11]. However, CNN-based models often struggle with 
generalization due to variations in lighting, facial expressions, and occlusions[15]. Recent advancements 
in Vision Transformers (ViTs) have demonstrated superior performance in various computer vision tasks, 
including facial analysis[3][5]. The Swin Transformer, a hierarchical vision transformer, has gained 
attention for its ability to capture local and global dependencies effectively[1][16]. Unlike standard ViTs, 
Swin Transformer processes images in a hierarchical manner, making it more computationally efficient 
and better suited for facial recognition tasks[17][18]. 

Multi-task learning has emerged as a promising strategy for improving performance in age and 
gender prediction[6][13]. By training a single model to learn multiple related tasks simultaneously, 
multi-task learning leverages shared feature representations, leading to improved accuracy and 
generalization[9][12]. Studies have shown that integrating relative age position learning into the model 
enhances age estimation by considering contextual age relationships between different samples[8][14]. 
By combining the strengths of Swin Transformer and multi-task learning, researchers have developed 
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more robust models for age and gender prediction[16][18]. The hierarchical self-attention mechanism of 
Swin Transformer, coupled with the shared feature learning approach of multi-tasking, allows for more 
accurate and adaptable predictions across diverse datasets[4]. Further, novel deep learning approaches 
have also been applied to enhance feature extraction and model robustness. For instance, deep learning-
based methods have been employed for medical image analysis[23], crop yield forecasting[22], and 
quality detection in agricultural applications[25]. Additionally, hybrid models integrating CNNs and 
image processing techniques have been developed for dermatological applications[24]. These 
advancements demonstrate the potential of deep learning in improving predictive performance in diverse 
domains, including age and gender estimation. 

III. METHODOLOGY 
The proposed method explains that the input image data is taken from publicly available datasets, 

consisting of various facial images labelled with age and gender. The images are preprocessed using face 
detection, alignment, resizing, and data augmentation techniques such as flipping, rotation, and colour 
jittering. The processed images are then passed to the Swin Transformer model for feature extraction. 
Feature extraction is performed using patch partitioning, where images are divided into non-overlapping 
patches, and hierarchical self-attention mechanisms are applied to capture both local and global 
dependencies. The extracted feature maps are then passed to the multitasking learning framework, which 
consists of two branches: one for age prediction and another for gender classification. Age prediction is 
handled as a regression task with Mean Squared Error (MSE) loss, while gender classification is treated 
as a classification task with Cross-Entropy loss. The training process involves backpropagation using 
Adam or SGD optimizer, ensuring efficient learning through loss minimization. The model performance 
is evaluated using accuracy for gender classification and Mean Absolute Error (MAE) for age prediction. 
The final trained model is then integrated into a web-based application, enabling real-time predictions for 
age and gender classification based on user-uploaded images. 

 

Fig 1: Architecture of the Age & Gender Prediction System using Swin Transformer and Multi-task 
Learning. 
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Fig 2: Gender Distribution Across Age Groups in the UTKFace Dataset 

2. Data Collection 

The dataset utilized for this study comprises facial images annotated with age and gender labels. 
Publicly available datasets such as UTKFace and IMDB-WIKI were considered to ensure diversity in 
demographic attributes. The selection process focused on maintaining a balanced distribution across 
different age groups and gender categories to mitigate bias in model predictions. To enhance model 
robustness, images were chosen to include variations in illumination, facial expressions, occlusions, and 
pose angles. High-resolution images were prioritized to preserve facial details essential for feature 
extraction. In scenarios where dataset augmentation was necessary, synthetic data generation techniques 
were explored to improve the model’s generalization capabilities. 

3. Feature Extraction – Swin Transformer		
Swin Transformer processes images by partitioning them into non-overlapping patches and 

applying hierarchical attention mechanisms, allowing for efficient computation and improved feature 
extraction. Unlike traditional convolutional neural networks (CNNs), which rely on fixed receptive fields, 
Swin Transformer utilizes self-attention within shifted windows, enabling it to capture both fine-grained 
local details and broader contextual information. The hierarchical structure progressively increases the 
receptive field, making the model more effective in understanding complex facial variations such as 
expressions, lighting conditions, and occlusions. This leads to improved age and gender recognition, as 
the model can learn meaningful representations across different scales. Once features are extracted, they 
are passed through two separate prediction heads designed for multitask learning. One head is responsible 
for age estimation using a regression approach, while the other performs gender classification using a 
categorical prediction method. This multitasking strategy allows the model to leverage shared facial 
features, enhancing overall performance and efficiency. 
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4. Multitasking Learning Approach 

Multitasking learning is employed by designing a shared backbone network that extracts deep 
facial features, followed by two task-specific branches dedicated to age prediction and gender 
classification. This approach enables the model to leverage shared feature representations, improving both 
task performance and generalization across diverse facial attributes. 

• Age Prediction: A regression head is utilized to estimate continuous age values, employing Mean 
Squared Error (MSE) loss as the objective function. The MSE loss helps minimize the deviation 
between predicted and actual age values, ensuring accurate age estimation. To further enhance 
precision, additional techniques such as label smoothing and ordinal encoding may be 
incorporated, reducing the effect of ambiguous age labels. 

• Gender Classification: A classification head is designed to categorize gender into binary classes 
using a SoftMax activation function. The model is trained using CrossEntropy loss, which 
effectively handles class probabilities, ensuring robust gender classification. To prevent bias due 
to class imbalances, techniques such as weighted loss functions or focal loss can be implemented, 
improving classification accuracy across underrepresented gender categories. 

The multitasking framework allows joint optimization, where shared feature representations 
contribute to both tasks simultaneously. This not only enhances computational efficiency but also helps 
the model learn task-specific dependencies, making it more robust to variations in facial structure, lighting 
conditions, and occlusions. Additionally, this approach reduces overfitting by regularizing the shared 
network through multiple learning objectives, leading to better generalization across unseen data. 

IV. RESULTS AND DISCUSSIONS 

The proposed Swin Transformer-based multitasking model demonstrated superior performance in 
both age prediction and gender classification compared to conventional CNN-based architectures. The 
model achieved a Mean Absolute Error (MAE) of 3.4 for age estimation, which is significantly lower 
than ResNet-50 (4.2) and ViT (3.8), indicating improved accuracy in predicting age. For gender 
classification, the Swin Transformer attained an accuracy of 93.7%, outperforming ViT (91.2%) and 
CNN-based models such as ResNet-50 (89.5%). The enhanced performance can be attributed to the 
model’s hierarchical self-attention mechanism, which efficiently captures both local and global facial 
features, leading to better generalization across different age groups and lighting conditions. 

The training loss curves indicate stable convergence, ensuring that the model learns effectively without 
overfitting. Additionally, the confusion matrix analysis confirms that the Swin Transformer model reduces 
misclassification rates, particularly in challenging age groups where gender differentiation is more 
complex . To facilitate real-world deployment, the trained model has been integrated into a web-based 
application, enabling real-time inference for age and gender prediction. 
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Fig 3:	Training Performance of Swin Transformer: Gender Classification Accuracy and Age Regression 
Error. 

 

Fig 4: Home Page 

 

Fig 5: Image Uploaded 
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Fig 6: Processing Image 

 

Fig 7: Predicted result of age and gender 

V. CONCLUSION AND FUTURE WORK 

It introduces an advanced approach for age and gender prediction utilizing the Swin Transformer and 
multi-task learning. The hierarchical self-attention mechanism in the Swin Transformer efficiently extracts 
both local and global features, enhancing the model’s ability to capture intricate facial details. The multi-
task learning framework enables joint optimization, improving both age estimation and gender 
classification performance. The experimental findings indicate that the proposed model surpasses 
conventional CNN-based architectures, achieving lower Mean Absolute Error (MAE) for age prediction 
and higher classification accuracy for gender recognition. The stability of the training process is validated 
through loss and accuracy curves, while confusion matrix analysis confirms reduced misclassification 
rates. Furthermore, the developed model has been successfully integrated into a web-based platform, 
facilitating real-time applications in biometrics, surveillance, and personalized user experiences. To 
further enhance the model's effectiveness, several improvements can be explored. Expanding the dataset 
with a more diverse set of images covering various ethnicities, age groups, and lighting conditions will 
improve generalization. Leveraging self-supervised learning and domain adaptation techniques can 
enhance the model’s robustness across different real-world scenarios. Optimization strategies such as 
model quantization and pruning will enable deployment on resource-constrained devices, allowing real-
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time inference with minimal computational cost. Additionally, incorporating explainability techniques, 
such as Grad-CAM or SHAP, can provide better interpretability of predictions, increasing trust in AI-
driven decisions. Future research can also explore multimodal approaches, integrating facial images with 
other biometric modalities like voice or contextual data to enhance the reliability and accuracy of age and 
gender predictions. 
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