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Abstract – Advanced fraud detection techniques are becoming more and more necessary 
as e-commerce and digital transactions continue to grow.  The intricacy and changing 
nature of fraudulent actions can make it difficult for traditional rule-based systems to keep 
up. To tackle this challenge, this research presents a hybrid fraud detection framework that 
combines several machine learning techniques, including Logistic Regression, XGBoost, 
a fusion of Autoencoder with XGBoost, and Graph Neural Networks (GNN). The proposed 
system also integrates behavioral pattern analysis and real-time risk evaluation, enabling it 
to adapt swiftly to new threats. Comprehensive testing on both standard and real-world 
datasets demonstrates the strength of this approach. The Autoencoder-XGBoost 
combination emerged as the top performer, achieving 97.4% accuracy with precision, 
recall, and F1-score, all at 0.96, and operating with a latency of just 100 milliseconds. The 
GNN model also delivered strong results, reaching 96.7% accuracy, a precision of 0.95, a 
recall of 0.94, and an F1-score of 0.945 while maintaining a lower latency of 88 
milliseconds. Comparatively, traditional models like Logistic Regression and standalone 
XGBoost achieved 89.5% and 94.2% accuracy, respectively. These results highlight the 
improved effectiveness of hybrid approaches in identifying fraud within modern digital 
ecosystems. 

Index Terms – AI in Cybersecurity, Fraud Detection, Digital Payments, Anomaly 
Detection, Behavioral Analytics, Deep Learning, Graph Neural Networks, Cybersecurity 
Framework 
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I. INTRODUCTION 
 
The quick development of the digital age has changed how people conduct business and engage in 
financial activities [1]. Globally, financial transactions are faster, easier, and more accessible because of 
the growing use of online payment systems, e-commerce platforms, and mobile banking [2]. However, 
this growing dependency on digital infrastructure has also made these systems increasingly vulnerable to 
cyber threats. Cybercriminals are constantly developing sophisticated methods to exploit security 
loopholes, leading to a rise in malicious activities such as card-not-present (CNP) fraud, phishing schemes, 
bot-driven abuse, credential stuffing, synthetic identity creation, and hidden transaction laundering. These 
attacks are expanding in frequency and sophistication, often beyond the capabilities of traditional security 
solutions. It is difficult for conventional fraud detection techniques to keep up with dynamic and rapidly 
changing threat environments since they are usually based on outdated blocklists, static thresholds, and 
strict regulations [3]. Because of this, many contemporary efforts at digital fraud go undetected, putting 
people and organizations in grave danger. Recent trends show that more flexible and sophisticated security 
solutions are desperately needed to protect digital financial ecosystems.  
 
Many existing cybersecurity frameworks in digital payment systems and e-commerce platforms fall short 
when it comes to identifying emerging and sophisticated forms of fraud [4]. These traditional systems 
often produce excessive false positives, fail to recognize complex transaction links, and are ill-equipped 
to adapt to new attack strategies. Because of this, businesses are frequently left responding to fraud after 
significant harm to their finances or reputation has already been done [5]. An essential drawback of these 
traditional approaches is their dependence on inflexible, rule-based frameworks and a lack of contextual 
awareness. Fraud detection systems that can identify recognized dangers and are predictive, context-
aware, and sensitive to new, advanced attack routes are desperately needed, especially given how quickly 
cyber threats are evolving [6].  
 
This paper proposes a robust and adaptable Fraud Detection and Cybersecurity Framework for digital 
payment systems and e-commerce platforms. The framework adopts a multi-layered architecture 
integrating diverse, intelligent analytical techniques to protect against fraudulent activities. It employs 
supervised learning for effective pattern recognition of previously encountered fraud schemes, while 
unsupervised and reconstruction-based approaches are utilized to detect anomalies within large, unlabeled 
transaction datasets. The framework incorporates graph-based modeling to uncover complex, concealed 
fraud networks, particularly leveraging graph neural networks (GNNs) to analyze interconnections 
between users, devices, and transactions. This enables identifying coordinated or organized fraudulent 
behavior that may go unnoticed. 
 

II. LITERATURE REVIEW 

Several studies have applied AI to fraud detection using models like decision trees, SVMs, and Bayesian 
networks, which perform well on labeled data but fail against zero-day attacks. Deep learning models, 
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including LSTM and CNNs, help detect temporal and spatial anomalies, while Graph Neural Networks 
(GNNs) capture complex fraud relationships. However, these methods often face scalability, 
generalization, and explainability limitations. Our framework addresses these issues through modular 
design, hybrid AI components, and adaptive feedback loops. 

Singh et al. [7] proposed the integration of Deep Reinforcement Learning (DRL) techniques, such as Deep 
Q-Networks (DQN), with Internet of Things (IoT)-based security frameworks to improve the detection of 
fraudulent transactions in dynamic and evolving environments. Several researchers have emphasized the 
limitations of traditional machine learning algorithms, such as Random Forests (RF) and Logistic 
Regression (LR), which, although effective in static settings, often fail to maintain high recall or F1-scores 
under concept drift and rare-event imbalance. Prior studies have shown that while models like RF can 
achieve high AUC-ROC values, they typically underperform in recall when fraudulent cases are sparse 
but high-impact, as highlighted by recall scores as low as 0.223 and F1-scores around 0.314.  

Pathak et al. [8] introduced a comprehensive fraud detection framework that integrates data preprocessing, 
hybrid feature extraction, and advanced model training using a Reinforcement Learning-based Generative 
Adversarial Network (RL-GAN). During the preparation stage, duplicate entries are eliminated, repeated 
matches are excluded, and legitimate person-pair entities are merged to guarantee data relevance and 
consistency.  The study proposed combining word2vec and doc2vec embeddings with TF-IDF to extract 
features. This would enable the model to extract contextual and semantic information from textual input.  
The model can better differentiate between authentic and fraudulent activity thanks to this enhanced 
representation.  Utilizing the advantages of generative adversarial networks and reinforcement learning, 
the authors used an RL-GAN design throughout the model training phase.  Their experimental findings 
showed that the suggested RL-GAN model outperformed standalone RL and GAN models, identifying e-
commerce fraud with an astounding 93.49% accuracy rate.  

Bolla et al. [9] proposed a robust fraud detection framework that leverages a Feature-Selective Memory 
Neural Network (FSMNN) while accounting for dynamic user behavior in e-commerce environments. 
The methodology begins with data acquisition from the Fraudulent E-commerce Transactions dataset, 
followed by meticulous preprocessing. To address class imbalance, the study employs the KDA-BMOT 
technique. Categorical features are extracted and one-hot encoded, while numerical and encoded data 
undergo outlier removal using the ELIPOF algorithm. Subsequently, data is standardized via log 
transformation and temporally aggregated using RG-TCMM. Features are extracted from these processed 
components—the graph, aggregated sequences, and detected change points—and input into the FSMNN 
classifier, enhanced through transfer learning for improved generalization. In the real-time deployment 
phase, IoT devices capture and transmit transaction details to the cloud, where fraud detection and adaptive 
updates are performed, and the presented FSMNN model displayed excellent performance, acquiring an 
accuracy of 97.58% and an F1-score of 98.95%. 

Gopalsamy et al. [10] suggested a method for detecting fraud that uses the Credit Card Fraud (CCF) 
dataset, which is distinguished by a notable disparity between records of valid and fraudulent transactions. 
The dataset utilized for experimentation consisted of 31 features, including anonymized components (V1–
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V28) and transactional attributes such as time and amount, along with a binary class label indicating fraud 
status. The data was split into 30% for testing and 70% for training to assess the model's generalizability.  
The most successful approach among the ones that were evaluated was the Isolation Forest (iForest) 
classifier, which showed excellent anomaly identification skills.  Its strong performance in detecting 
fraudulent transactions in highly skewed datasets was demonstrated by its high accuracy of 98.65%, 
precision of 98.20%, recall of 98.64%, and F1-score of 98.52%.  

Islam et al. [11] tackled fraud detection by applying AI techniques to public datasets to identify fraudulent 
transaction patterns. They compared traditional machine learning and deep learning methods using the 
European Credit Card Fraud Dataset, PaySim, and a UCI repository dataset. Their process included data 
cleaning, SMOTE for class balancing, feature engineering, and statistical analysis. Models like Logistic 
Regression, Random Forest, XGBoost, and Neural Networks were tested. XGBoost performed best, 
achieving 99.2% accuracy, 96.8% precision, 94.5% recall, 95.6% F1-score, and a 0.987 AUC-ROC. While 
deep learning models performed well, they required more computational resources 

III. PROPOSED FRAMEWORK 

Figure 1 represents a streamlined architecture for risk assessment, which begins with the Data Ingestion 
Layer, which collects raw data and passes it to the Preprocessing & Feature Engineering stage for 
transformation. The refined data is then processed through distinct modeling approaches, including 
Supervised (XGBoost), Unsupervised (Autoencoder), and Graph Neural Networks (GNNs) within the 
Model Layer. The Risk Scoring Engine evaluates the output, which determines the risk level. Based on 
this, the Action Orchestration Layer starts suitable responses. Feedback loops ensure ongoing 
improvement of both preprocessing and model performance. 

 

Fig. 1: Graphical representation of the overall research methodology 
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Architecture Overview 

The proposed Fraud Detection and Cybersecurity Framework is designed as a modular, multi-layered 
architecture that processes transactional data in real-time, extracts behavioral insights and applies machine 
learning and graph-based analytics to identify fraudulent activities. The architecture comprises five key 
layers, each vital in providing the system's accuracy, adaptability, and operational scalability. 

Data Ingestion Layer 

This core layer handles the real-time capture and flow of diverse data types from various origins. It is 
designed to gather seamlessly: 

• Transactional records include payment amounts, currency types, merchant identifiers, device 
categories, and geographic locations. 

• User activity logs, including login behavior, time-based usage trends, and navigation patterns like 
clickstreams. 

• Device-related information, like IP addresses, browser configurations, operating systems, and 
device fingerprints. 

• Security threat feeds encompassing flagged IP addresses, synthetic user profiles, and globally 
recognized fraud indicators. 

The ingestion system is optimized for scalability, low latency, and uninterrupted uptime to accommodate 
high-speed data environments.  
Dataset Description 

• IEEE-CIS Fraud Detection Dataset: The experimental evaluation of the proposed fraud 
detection and cybersecurity framework was conducted using three diverse datasets that reflect real-
world complexities in digital financial environments. The first dataset, the IEEE-CIS Fraud 
Detection dataset, is a publicly available benchmark released through a collaboration between 
IEEE and Vesta Corporation. It contains anonymized online transaction records enriched with both 
transactional and identity-related features. After merging the identity and transaction files using 
the TransactionID key, the resulting dataset comprised 433 features and 590,540 instances. 
However, due to extensive missing values, 378 features were discarded during preprocessing. The 
transaction timestamp feature was also removed for its limited predictive utility. Missing values in 
the remaining features were handled by imputing zeros for numerical fields and 'NaN' tokens for 
categorical variables. Due to the dataset's notable imbalance—just 20,663 transactions, or 3.63% 
of the total, have been flagged as fraudulent—special processing is required to prevent bias in 
model training.  
 

• Anonymized Transaction Logs from a FinTech Institution: The second dataset comprises 
anonymized transaction logs acquired from a financial technology business specializing in mobile-
based loans and digital payments and includes structural and behavioral variables, such as device 
information, payment methods, user velocity, session length, and transaction metadata.    This 
needed deleting all personally identifiable information (PII) to yield privacy standards.  This 
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dataset is a real challenge for behavioral and temporal modeling because of its dynamic, shifting 
fraud tendencies and somewhat uneven class distribution.   It was essential to evaluate the model's 
ability to detect fraud based on device and session activity anomalies.  
 

• Synthetic Behavior Models for Imbalanced Fraud Scenarios: The third dataset was 
synthetically generated using behavior simulation models to support the assessment and 
investigate fraud detection in very unbalanced and hostile environments.  This dataset, including 
fast-moving transactions, geographical irregularities, device spoofing, and synthetic identity 
assaults, was created to mimic uncommon fraud situations.  Domain knowledge and probabilistic 
modeling of actual user behavior were the basis for the generating process.  The model's 
performance under severe imbalances and changing fraud methods was robustly validated thanks 
to the controlled experimentation made possible by this synthetic dataset.  

Preprocessing and Feature Engineering Layer 

After being ingested, the raw data goes through several transformation processes to ensure quality, 
consistency, and analytical usefulness. Preprocessing and feature engineering are essential for turning 
unstructured, diverse transaction data into high-quality inputs that may be used in more complex models. 
This layer encodes complicated category qualities, balances class distribution, handles data discrepancies 
and generates temporal and geographical characteristics. It ensures the downstream models receive a well-
curated, information-rich representation of transactional behavior. 
 

• Class Imbalance Handling via SMOTE: Since fraud detection datasets contain many more real 
transactions than fraudulent ones, model training is frequently skewed. The Synthetic Minority 
Oversampling Technique (SMOTE), which provides synthetic samples for the minority (fraud) 
class, rectifies this imbalance.   
 
Let, 𝑥" 	 ∊ ℝ& be a minority class sample and 𝑥'' be one of its k-nearest neighbors. SMOTE creates 
a synthetic point 𝑥'() using linear interpolation: 
 

𝑥'() = 𝑥" 	+ 	λ ⋅ 	 (𝑥'' 	−		𝑥"), λ	 ∼ 𝑈(0,1) 
 

This process is repeated to synthetically enrich the fraud class, resulting in a balanced dataset that 
improves the generalizability of supervised models. 
 

• Tokenization of Merchant Categories: Merchant category codes (MCCs) are categorical fields 
that indicate the type of service or goods a merchant provides. To effectively encode them, 
especially for models such as RNNs or transformers that benefit from sequential context, we apply 
tokenization followed by embedding. 
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Given a merchant category c∈C, where C is the set of all unique categories, each category is 
assigned a unique token 𝑡6. These tokens are mapped into a continuous embedding space: 
 

𝑒6 	= 	𝐸𝑚𝑏𝑒𝑑𝑑𝑖𝑛𝑔	(𝑡6), 𝑒6 	 ∊ ℝ@ 
 
where, k is the embedding dimension. These vectors capture semantic similarity across merchant 
categories and are trainable parameters in deep learning models. 
 

• Geo-location Clustering: User and merchant location coordinates (latitude, longitude) are often 
too granular for modeling and may introduce noise. We apply clustering on geolocation data to 
extract spatial insights using K-Means or DBSCAN, grouping users or merchants into operational 
regions. 
 
Let, each location be denoted as 𝑔" = [𝑙𝑎𝑡", 𝑙𝑜𝑛"]. Clustering assigns each 𝑔" to a region 𝑅E ∈ 
{𝑅F, 𝑅G, . . . . . . . . . , 𝑅@}, where,  
 

𝑅E 	= 	
𝑎𝑟𝑔	𝑚𝑖𝑛

𝑗 	||𝑔" 	− 	µE	||
2
2 

withµE being the centroid of cluster 𝑅E. These region labels are then treated as categorical variables 
and can be embedded or one-hot encoded. 
 

• Time-Windowed Feature Expansion for RNN Input: Temporal context is essential to identify 
sequential abnormalities such as sudden spikes in transactions, time-based fraud, or departures 
from personal standards.  We use sliding-window-based feature expansion to account for temporal 
dynamics.  
 
For a given user u, let the transaction sequence be {𝑥F, 𝑥G, . . . . . . . 𝑥N}, ordered by timestamp. We 
construct feature windows 𝑊P of size www leading up to each transaction t: 
 

𝑊P = [𝑥PQ)RF, . . . . . . . . . 𝑥P], for t ≥ w 
 

These windows serve as sequential input to recurrent models such as LSTM or GRU, enabling 
them to learn temporal dependencies and behavioral drift. 
 
Additional derived temporal features include: 
 
- Time since last transaction: Δt" 	= 	 𝑡" 	− 	𝑡"QF 
- Transaction frequency in last τ minutes: 𝑓" 	= 	 𝑖"

EVF (𝑡" 	− 	𝑡E 	≤ 	𝜏) 

These features are appended to each transaction vector, enriching the temporal context. 
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These preprocessing strategies transform sparse, noisy, and imbalanced raw inputs into structured, high-
dimensional representations that support complex fraud detection models. This layer lays the foundation 
for robust, adaptable, and intelligent learning in the subsequent stages of the framework. 

AI Model Layer: The AI Modeling Layer serves as the analytical nucleus of the fraud detection 
framework. It integrates three complementary modeling paradigms, supervised learning, unsupervised 
learning, and graph neural networks (GNNs), to detect known fraudulent behaviors and novel, adaptive 
attack patterns. This layered modeling strategy ensures that pattern recognition and anomaly detection are 
addressed from multiple dimensions: feature space, behavior, and structural connectivity. 

• Supervised Learning: This submodule is trained on labeled transactional data, where each 
instance is tagged as either fraudulent or legitimate. Using tree-based ensemble algorithms like 
XGBoost and LightGBM, the model learns to classify transactions based on discriminative 
patterns in the feature space [12]. These models are especially influential because they handle non-
linear interactions, missing data, and feature importance estimation. 
 
Let 𝑥" 	∈ 	ℝ& represent the feature vector of transaction i, and let 𝑦" be the ground truth label (0 
for legitimate, 1 for fraud). The model 𝑓[ is trained to approximate the mapping 𝑓[: 𝑥"↦ŷ"∈ [0,1], 
where, 

ŷ"
([) 	= 	 𝑓[	(𝑥") 

 
Here, ŷ"

([) is the predicted probability that transaction i is fraudulent. A threshold τ is then applied 
for binary classification: 
 

𝐿𝑎𝑏𝑒𝑙" 	= 	 1		𝑖𝑓		ŷ"
([) ≥ 	𝜏

0			𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 
Supervised models excel at detecting recurring fraud patterns but may struggle with previously 
unseen or cleverly disguised anomalies, necessitating the integration of unsupervised methods. 
 

• Unsupervised Learning: The framework includes unsupervised techniques, such as 
autoencoders and isolation forests, that operate independently of labeled data to detect previously 
unseen fraud types or behavioral anomalies [13]. 
 
- Autoencoder-Based Anomaly Detection: Autoencoders are neural networks trained to rebuild 

their input by learning a compressed latent representation [14]. For each input 𝑥",	the 
autoencoder outputs a reconstructed vector 𝚡́i. The reconstruction error is computed as: 
 

𝐿d(6(𝑥") 	= 		 ||𝑥" 	− 	 𝚡́"	||
2
2 
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A high reconstruction error indicates that the input deviates significantly from the learned normal 
behavior and is thus flagged as potentially fraudulent. 
 
- Isolation Forest: Isolation Forest (iForest) identifies anomalies by recursively partitioning the 

data [15]. It isolates outliers more quickly than inliers, as fewer splits are needed. The anomaly 
score for a transaction 𝑥" is given by: 
 

S (𝑥") = 2Q
e(f(gh))
i(j)  

 
where,  ℎ(𝑥") is the average path length to isolate 𝑥", 𝐸(ℎ(𝑥")) is the expected path length, 𝑐' 
is the average path length in a balanced binary tree of n samples. 
 

• Graph Neural Network (GNN): Fraud often emerges through coordinated behavior across 
multiple entities, such as mule accounts, compromised devices, or colluding merchants. This 
submodule constructs and learns over dynamic transaction graphs to capture such relational and 
topological patterns. 
 
Let the transaction network be represented as a graph G = (V, E), where: 
 
- V defines the set of nodes, 
- E denotes edges capturing transactional, temporal, or behavioral relationships. 
 
Every node v ∊ V is connected with an initial feature vector ℎl

(m). Employing GCNs, node 
embeddings are updated iteratively: 
 

ℎl
(nRF) 	= 	𝜎	(

1
𝐶lq

	𝑊(𝑙)ℎq
(n)

q∊r(l)
) 

 
where, ℎl

(n) is the embedding of node v at layer l, 𝑁(𝑣)	 is the set of neighboring nodes of v, 𝐶lq 
is a normalization constant, 𝑊(𝑙) is the trainable weight matrix at layer l, and σ is a nonlinear 
activation function. 
 
After L layers of message passing, a readout function aggregates the embeddings for classification: 
 

ŷ𝒗 	= 	MLP	(hl
(z)) 

 
The multilayer perceptron (MLP) classifies nodes as fraudulent or legitimate based on their final 
embeddings, which now encode individual features and neighborhood behavior. This GNN-based 
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mechanism excels at detecting fraud rings, multi-hop collusion, and contextual anomalies that 
would otherwise remain undetected in feature-isolated models. 

Risk Scoring Engine:  The outputs from all modeling submodules are fused in this layer to generate a 
comprehensive fraud risk score. Combines results from multiple models using a weighted ensemble to 
assign a dynamic fraud score to each transaction. 

Action Orchestration Layer:   Based on the computed risk score and predefined business rules, this layer 
enables real-time action through: 
 

• Transaction hold or blocking, in high-risk cases, 
• Step-up authentication, such as OTP or biometric verification for moderate-risk cases, 
• Immediate alerts to notify users or security teams, 
• API integration for seamless communication with payment gateways, fraud desks, and customer 

service systems. 
 

The orchestration engine is rule and score-aware, ensuring that actions are context-sensitive and 
operationally feasible without degrading user experience. 
 

IV. RESULTS AND DISCUSSION 

Various assessment metrics appropriate for binary classification tasks were used to evaluate the suggested 
models' performance thoroughly.  These consist of Accuracy, Precision, Recall, F1-score, and Matthews 
Correlation Coefficient (MCC).  True Positives (TP), False Positives (FP), False Negatives (FN), and True 
Negatives (TN) are the terms used to describe the categorization results.  
 

• Accuracy: Accuracy measures the percentage of all properly predicted cases, which quantifies the 
model's total accuracy, which is computed as: 

Accuracy: N{RNr
N{RNrR|}R|r

 

 
• Precision: The precision of a prediction is the ratio of accurately predicted positive observations 

to all expected positive observations. In situations when the cost of false positives is considerable, 
it is especially pertinent. 

Precision: 𝑻𝑷
𝑻𝑷R𝑭𝑷

 
 

• Recall: Recall estimates the model’s ability to identify all relevant instances in the dataset 
correctly: 

 
Recall: 𝑻𝑷

𝑻𝑷R𝑭𝑵
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• F1-Score: When there is an unequal distribution of classes, this balanced metric, which is the 

harmonic mean of precision and recall, is used. When the expense of false positives and false 
negatives is about equal, it is advantageous: 

F1-score: 2  }d(6"["�'.�(6�nn
}d(6"["�'	R	�(6�nn

 
 

• Latency (ms): This represents the time taken by the system to process a request or generate 
predictions, measured in milliseconds. It is crucial for real-time or time-sensitive applications. 

 

Table1: Performance of the models 

Model Accuracy Precision Recall F1-Score Latency 
Logistic 

Regression 
89.5% 0.86 0.84 0.85 60 ms 

XGBoost 94.2% 0.92 0.91 0.91 75 ms 
Autoencoder + 

XGB 
97.4% 0.96 0.96 0.96 100 ms 

GNN Module 96.7% 0.95 0.94 0.945 88 ms 

 

The assessment of our models' performance demonstrates the significant benefits of hybrid architectures 
in terms of more accurate and contextually aware financial fraud detection, which presented in Table 1.  
With an F1-score of 0.85 and an accuracy of 89.5%, logistic regression was used as the baseline model 
for the evaluation. While it benefits from fast inference time (60 ms) and simplicity, it struggles to capture 
non-linear fraud patterns and interdependencies across transactional features, leading to limited recall and 
a higher rate of false negatives. XGBoost, a more sophisticated tree-based model, significantly improved 
upon the baseline by delivering 94.2% accuracy and a balanced precision-recall profile. Its capability to 
model complex, non-linear relationships between input features enabled better detection of established 
fraud patterns. However, as a purely supervised method, it relies on historical labels and may falter against 
novel or evolving attack strategies. 

We introduced a hybrid approach combining Autoencoders with XGBoost to address these limitations. 
This fusion of unsupervised and supervised learning mechanisms proved remarkably effective, achieving 
the highest scores in accuracy (97.4%) and F1 (0.96). The Autoencoder component excels in capturing 
reconstruction errors from anomalous transactions, feeding these insights into XGBoost for final 
classification. Interestingly, while having a somewhat lower accuracy (96.7%), the solo GNN module 
offered remarkable insights into relational fraud detection through the analysis of graph-structured data, 
including transaction networks.  When modeling inter-entity relationships, it performed better than flat-
feature models, identifying network-based fraud schemes and cooperation.  Its strength lies in representing 
users, merchants, and devices as nodes with edges capturing behavioral and transactional patterns—a 
powerful approach for uncovering fraud rings and synthetic identity clusters. 
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Fig. 2: Performance of the models 

Our proposed hybrid model (Autoencoder + XGBoost) is the most versatile and robust which presented 
in Figure 2. It leads in performance metrics and balances detection capabilities for individual anomalies 
and broader behavioral trends. Its ability to learn from structure and error-based deviations enables it to 
adapt to sophisticated and evolving fraud patterns, making it an ideal choice for modern digital payment 
and e-commerce environments where static, one-dimensional models fall short. 

Cybersecurity Integration 

Today's e-commerce and digital payment ecosystems make fraud detection impossible to function 
independently. To combat advanced threats successfully, it must be closely linked with the larger 
cybersecurity ecosystem. Our proposed framework is designed with this holistic integration in mind, 
aligning advanced fraud detection with enterprise-grade cybersecurity infrastructure, compliance 
mandates, and emerging security technologies. 

• Seamless Integration with Security Infrastructure: The framework is built to integrate 
seamlessly with industry-leading security information and event management (SIEM) remedies 
like IBM QRadar and Splunk at the operational level. These technologies can correlate fraud 
detection signals with more comprehensive security telemetry by offering consolidated insight into 
network and transactional activities. By forwarding fraud alerts to SIEM systems, organizations 
can recognize coordinated threats that span application and network layers, such as coordinated 
phishing campaigns or automated bot intrusions. Authentication mechanisms are also deeply 
embedded within the framework. Support for Single Sign-On (SSO) and Multi-Factor 
Authentication (MFA) ensures that only authorized users can originate transactions or access 
sensitive services. In cases where anomalous activity is detected—such as unexpected geographic 
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access or erratic behavioral patterns—the system can invoke risk-based step-up authentication, 
requiring additional identity verification before a transaction proceeds. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3: Real-time decision pipeline integration 

Figure 3 depicts the client, API Gateway, Fraud Detection Engine, and downstream interface with 
SIEM tools and authentication systems like SSO and MFA in real-time. The design guarantees 
quick reactions to questionable activity and low-latency choices across digital financial 
infrastructures.  

 
• Cloud-Native Threat Detection: The rise of cloud-hosted payment services necessitates 

compatibility with cloud-native security tools. The framework integrates with services like AWS 
GuardDuty and Microsoft Azure Sentinel, allowing it to ingest threat intelligence regarding 
infrastructure-level anomalies such as malicious IP activity, abnormal user behavior in the cloud, 
or suspicious API usage. This enables bridging the gap between cloud and application security and 
constructing a more thorough understanding of possible risks by combining these insights with 
transactional data.  

 
• Privacy and Compliance Readiness: The framework follows payment Card Industry Data 

Security Standard (PCI-DSS) and General Data Protection Regulation (GDPR) requirements. The 
system uses federated learning techniques to reduce the hazards associated with data exposure. It 
enables the training of models in dispersed data settings without sending raw data to a central 
server. This guarantees that user data stays local and secure while leveraging collaborative 
learning.  Further privacy reinforcement is achieved through data anonymization. Identifiers such 
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as user IDs, transaction IDs, and location data are transformed using tokenization or encryption 
techniques before entering the modeling pipeline.  

 
• Advanced Protection Measures:  The framework integrates behavioral biometric analysis to 

protect against ever-more-advanced fraud techniques. It records patterns unique to the user, such 
as typing rhythm, pressure on the touchscreen, or device operating style. As digital fingerprints, 
these patterns are impossible for bots or imposters to replicate. Identity assurance significantly 
increases when combined with traditional authentication methods.  Additionally, the system 
employs audit trails based on blockchain technology to provide immutability and transparency in 
critical operations. Every action—from model selections to access logs—is hashed and stored in a 
tamper-resistant ledger to provide traceability and verifiability for auditors and compliance 
officials.  Last but not least, integrating automated threat response strategies can enable real-time 
defensive operations. In response to a suspicious network occurrence or high-risk transaction, 
security staff may be notified, or IP bans or temporary account suspensions may be automatically 
initiated by the system. Certain automated processes are required to stop assaults before they start.  

 

V. CONCLUSION AND FUTURE WORK 

This study presented a flexible and scalable framework to improve fraud detection and cybersecurity in 
digital payment and e-commerce platforms. The approach successfully enhances fraud detection accuracy 
by integrating graph neural networks, deep learning techniques, and traditional machine learning methods 
while maintaining the ability to operate in real time. Since it ensures adaptability to various situations and 
evolving dangers, the modular design makes it viable for safeguarding online financial transactions. 
Reinforcement learning techniques may be incorporated into the framework in the future to improve it 
even further and enable fraud mitigation and autonomous decision-making. Using tools like SHAP and 
LIME to provide explainability features would increase transparency and make model decisions easier for 
stakeholders to grasp. The framework will remain relevant in the changing world of digital financial 
services if its capabilities are extended to include cutting-edge technologies like Web3 and decentralized 
finance systems.  
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