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Abstract – For analyzing the large set of scalable data by using map reduce framework and 

Hadoop has become popular. The major concentration of this paper is to produce the review on 

static slot configuration of Hadoop clusters under a dynamic job reduce approach. As the static slot 

of the cluster shall deal with only a similar pattern of data sets.  By this paper, we shall present a 

brief survey on the Hadoop slot configuration and hence a clear agenda is being maintained as a 

clear comparison. 

Index Terms – Map reduce, Job Reduce, slot configuration, Dynamic Scheduling of MapReduce 

functions. 

-----------

I. INTRODUCTION 

MapReduce has become a major research 

topic in current trends. The major focus of 

today’s development in big data is towards 

the Hadoop management. This system of data 

generation shall enormous and cases large 

unused data paradigms for processing. In 

current technological era, a major 

concentration and focus is laid on how 

exactly a data is generated and analyzed 

under a positive environment. 

As the demand of data has increased in 

recent times a major contribution has been 

done by various communities in 

understanding and analyzing the data 

clusters. Many academicians and industrial 

professionalism has initiated this process. 

With large data sets a distinct environment is 

created under big data warehouse. A Hadoop 

cluster is been configured and produced to 

deal with such a complex and immersed data 

under data mining techniques. 

In this paper a brief survey has been 

conducted to reveal a self-configuring data 

slots to perform a job under a minimal job 

reduce and slot making time. Hence the entire 

system module developed is well featured 

with a performance analysis and thus fetches 

a high performance ratio. 

The paper is organized under the 

preliminary standards of survey with 

Introduction in session I and followed by a 

brief literature survey on the two papers 

related to the subject under Session II and 

thus followed by a summary of Comparisons 

in Session III and concluded under session  

IV 

II. LITERATURE SURVEY 

Many authors such as Mr. Bikash and 

Ramya in the overall presentation of Hadoop 

they describe the slots as a resource for 

clustering a multiple resources and thus a big 

data maps are reduced under an optimal 

MapReduce approach. These slots are 
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programmed in a static manner, in this paper 

a deep abbreviation of  how a job can be 

handled in such a complex environment. 

Due to lack of coordination of 

management of multiple slots between 

resources and nodes of the environment, 

motivated dynamic slots are programmed to 

achieve a grater a deeper understanding on 

how these datasets are configured under a 

bigdata slots and with an algorithmic 

approach. As from this paper, we understand 

the disadvantages of how we failed to 

configure the bigdata slots under continues 

and prolonged datasets such as heart signals 

and ECG graph nodes for analyzing a feed 

approach.  

From the paper of Y.Yao and J.Wang: 

they overcoming the problem from above 

paper by B.sharma and Ramya they have 

implemented the YARN. As from this paper 

a deeper approach is made on how to perform 

a detailed MapReduce approach with distinct 

dynamic slots. The performance ration 

depends on how we shall append an efficient 

resource scheduling for a Hadoop 

environment.  

These clusters of resources slots perform 

the overall efficiency of the system. This 

paper also focus on how to eliminate the 

dependencies under slots and jobs. This paper 

shall remain the overall best scheme for 

resource utilization and performance 

assurance. Hence the entite the paper in this 

range shall depend on the performance. With 

this we can summer up the paper.   

III. COMPARATIVE STUDY 

The trivial terminology of system 

configuration of Hadoop clusters are based 

on static slot configuration. In this approach 

the system is programmed with a constant 

slots for a particular job under a resource v/s 

task and thus the system performance in 

lowed as the slots needs to wait until the 

available slots are released from the task. 

Later on time this technique is been faded 

with many new techniques.  

The latest technique to overcome this is the 

new dynamic slot configuration approach. 

This technique shall dynamically configure 

the slots on based on task and thus reduces 

the overall head load. In this terminology, the 

system is been released with the allocated 

resource and the pool is been updated for 

future job scheduling.   

The overall comparison is made with respect 

to the performance ratio. As the performance 

of the Hadoop framework with static slot 

configuration was been comparatively low 

and inefficient. Thus when the new 

terminology of Dynamic Slot is been studied, 

I have seen a hike on performance ratio and 

the clearance time of any job under the 

Hadoop with an effective time and resource 

sharing for faster and better performance in 

the overall framework. 

IV. CONCLUSION 

As of two techniques in general has been 

compared to fetch a clear idea on which of 

the two technique is better on performance 

and efficiency. In this survey paper, I shall 

claim no rights on the survey done as it was a 

primary requirement to conclude the better 

performing technique to move my work a 

step ahead. In this paper a brief overview 

from the different authors has been compared 

and review for the same is been projected. 
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