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Abstract – Remotely Piloted Aerial Systems (RPAS) for remote sensing, a significant way of obtaining 

geographic data, has benefits like real-time, adaptability, high-resolution, cost-effectiveness, etc., and it 

can acquire data in risky environments without jeopardizing flight crews. It has great potential and a 

promising future since RPAS remote sensing is a powerful companion to airborne and spaceborne remote 

sensing. This work provides a comprehensive view of recent advancements in the field of Remotely 

Piloted Aerial Systems (RPAS) with machine learning features. The focus is on some specific areas: Face 

tracking, Object Detection, Surveillance. The paper describes the methods and algorithms used for these 

applications, discusses their performance and accuracy, and highlights the challenges faced in the 

implementation of such systems. The paper also provides an overview of the various platforms and tools 

used for the development of these systems, including hardware and software components. The review 

concludes by highlighting the future directions for research and development in this field. 

 

Index Terms – Remotely Piloted Aerial Systems; Remote sensing application; Object detection; Face 

tracking; Gesture control; Digital mapping 

 

I. INTRODUCTION  

 

A remotely piloted aerial system (RPAS) is a type of aerial vehicle which requires minimum 

human control for its operation. We propose a RPAS which is capable of video-based surveillance, object 

detection, face tracking, lane following and a digitally mapped system which takes coordinates from the 

user instantaneously and follows the path given out by the user on a screen. The RPAS is usually called 

an Unmanned Aerial Vehicle (UAV) which employs aerodynamic forces to lift the vehicle, is scalable or 
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recoverable, can fly autonomously, and can carry a lethal or nonlethal payload. Its usage is currently 

limited by difficulties such as satellite communication and cost, but the advent of programmable drones 

has enabled engineers to implement various technologies in an unmanned aerial vehicle which has 

applications in numerous fields. RPAS were originally developed for the aerospace and defence sectors, 

but they have now been made available to the civilian population due to the higher levels of effectiveness 

as well as the security they provide. 

 

 
 

          Fig 1: Architecture of a Remotely Piloted Aerial System. 

These autonomous robotic drones have variable degrees of autonomy as they fly. An 

RPAS's autonomy can range from remotely piloted, wherein an individual commands its movements, to 

advanced autonomy, where it makes decisions about its movement using a collection of sensors and 

LiDAR detectors. Drones are ideal for some of the world's most difficult undertakings since they can be 

flown at different altitudes and distances while being controlled remotely. They can be found assisting in 

the hunt for survivors after a hurricane, supporting the military and law enforcement with an aerial 

surveillance capability during terrorist incidents, and promoting scientific study in some of the world's 

most hostile climates. Even in our homes, drones provide amusement for enthusiasts and are an 

indispensable tool for photographers. 

 

II. BACKGROUND 

The popularity of unmanned aerial vehicles (UAVs), also known as drones or remotely piloted 

aircraft systems (RPAS), has increased recently as a result of their capacity to fly independently and 

collect detailed aerial data and pictures. The use of RPAS for surveillance, object detection, face tracking, 

lane following, and digital mapping has an array of range of applications, from military and law 

enforcement to commercial and recreational use. RPAS can be equipped with cameras, sensors, and other 

technologies that enable them to capture detailed images and data from the air. This data can be used for 

a variety of purposes, such as monitoring traffic, detecting objects and people, tracking movements, and 

creating detailed maps of terrain and structures. For example, in the military and law enforcement sectors, 
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RPAS are used for reconnaissance, surveillance, and intelligence gathering. They can be used to monitor 

and track potential threats, survey areas that are difficult to access, and provide real-time situational 

awareness to ground troops.  

 

Agricultural operations, infrastructural inspection, search and rescue missions, and environmental 

monitoring are just a few of the business uses for RPAS. For example, drones equipped with thermal 

imaging cameras can be used to detect heat signatures and identify individuals who may be lost or injured 

in a wilderness area. In the field of transportation, RPAS are being used for lane following and object 

detection in autonomous vehicles. They can help vehicles navigate complex road networks and avoid 

obstacles in real-time. Digital mapping is another important application of RPAS. RPAS can produce 

incredibly accurate maps of the landscape and built environments through the collection of aerial 

photography and data. These maps may be utilized for a range of tasks, including urban planning, disaster 

response, and environmental preservation. The usage of RPAS for monitoring, recognizing objects, face 

tracking methods lane following, and mapping purposes has a wide range of applications in many different 

industries, and it is anticipated that their use will increase over the next several years as technology 

develops and new uses are found. 

 

III. PROBLEM STATEMENT 

 

In this paper, we attempt to find out whether we can integrate multiple functionalities like 

surveillance, object detection, face tracking, lane following and digital mapping into a single remotely 

piloted aerial system therefore making it a versatile agent for use in various sectors like security, scientific 

research, defense, urban planning, law enforcement etc. We try to integrate all these features so that they 

can work seamlessly and complement each other's functionalities to form a complete product of high value 

using minimal computing resources and having less power requirements. Furthermore, we make use of a 

wide variety of learning algorithms to implement the aforementioned features. This makes the RPAS more 

intelligent, and its working can improve over time. 

IV. OBJECTIVES 

 

The objectives for a project titled RPAS (Remotely Piloted Aircraft System) with the following 

features could include - Surveillance: Develop a system that enables the RPAS to conduct surveillance 

activities such as monitoring borders, traffic, wildlife, and other activities. Face Tracking: Design a system 

that enables the RPAS to track human faces and recognize them using machine learning algorithms. 

Object Detection: Develop a system that allows the RPAS to detect objects and identify them with high 

accuracy, using computer vision techniques and deep learning models. Lane Following: Create a system 

that enables the RPAS to follow designated lanes autonomously, using advanced navigation systems and 

sensors. Digital Mapping: Develop a system that enables the RPAS to create accurate and detailed digital 

maps of the surrounding environment, using LiDAR or other mapping technologies. Overall, the objective 

of the project is to create an RPAS that can perform a range of tasks with high precision and reliability, 

by integrating advanced technologies such as machine learning, computer vision, navigation systems, and 

mapping technologies. 
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V. SYSTEM DESIGN 

A quadcopter has to be able to move in three separate directions—vertically, laterally, and 

rotateally—in order to be able to fly. Each of them may be accomplished utilising the quadcopter's four 

propellers in accordance with Newton's third law. The spinning propellers force air down. Newton's third 

rule of motion involves pushing the air downward, just like a helicopter does. The quadcopter is propelled 

upward by the response, which is a force known as lift. Each propeller will provide lift, and the 

quadcopter's overall lift will be equal to the sum of the lifts produced by each of the four propellers. For 

the quadcopter to take off, the overall force of the lift must be greater than the force of gravity. When the 

forces of lift and gravity are equal, the quadcopter may hover in the air without moving vertically.  

 

The quadcopter travels vertically when the lift force acts straight up. But a lift can also move 

laterally if it operates at an angle. This is due to the lift's uneven distribution of forces, which causes lateral 

movement that can be both forward and backward as well as side to side. By changing the propellers' 

speed, lateral movement is achieved. Uneven levels of lift are produced on the two sides of the quadcopter 

by altering the speed of the quadcopter's two propellers on one side and/or the other. 

 

 

 
 

Fig 2 :Direction Of Propellor Rotation. 

  

In comparison to the lift produced on the opposite side, the lift produced on the side with the faster 

spinning propellers is greater. As a result, the quadcopter moves towards the side where less lift is 

produced. A quadcopter's propellers also experience torque when they revolve since each propeller 

generates torque on its own. As a result, two propellers produce torque that operates in a clockwise 

direction, while two produce torque that acts in an anticlockwise direction. The forces thus cancel one 

another out. The quadcopter may also be made to rotate by using this torque. The anticlockwise force 

operating on the quadcopter will be stronger than the clockwise torque acting on it if these propellers 

revolve more quickly than propellers 2 and 4.  

 

The quadcopter turns anticlockwise as a consequence. Naturally, the quadcopter will rotate in a 

clockwise direction if propellers 2 and 4 spin more quickly than propellers 1 and 3. Two propellers push 

air upward while two push air downward as they rotate in opposing directions. When these pressures are 
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combined, the overall lift is zero, preventing the quadcopter from taking off. Engineers employ two 

distinct propeller blades to get around this. Figure  shows that the propeller on the left has a higher front 

left edge than the other, which has a higher front right edge. Due to this design, even though the two 

propellers rotate in different directions, the air is really propelled in the same direction by both of them. 

 

 

 

Fig 3: Movement of RPAS. 

 

VI. SYSTEM IMPLEMENTATION 

Surveillance Module 

 

We can perform surveillance on a given area by controlling the movement of the RPAS by using 

either a joystick or a keyboard. The live feed from the RGB-D sensors can be viewed on a screen which 

is connected to the same network as the drone. Still images can be captured at any moment using a pre- 

programmed key on the controller device. One of the benefits of using drones for surveillance is their 

ability to cover large areas quickly and efficiently. Drones can be equipped with high-resolution cameras, 

thermal sensors, and other advanced technologies that provide real-time data and imagery. This 

information can be used to monitor borders, search for missing persons, monitor wildlife, and track 

criminal activities. This has many uses in home security, search and rescue, military operations, 

exploration, videography. 

 

Object Detection Module 

 

Object detection for RPAS is implemented using the YOLO algorithm. YOLO stands for “You 

Only Look Once” which recognizes and detects several objects in a picture. The class probabilities of the 

discovered photos are provided by the object identification process in YOLO, which is carried out as a 

regression problem. Convolutional neural networks (CNN) are used by the YOLO method to recognize 

items instantly. The approach just needs one forward propagation through a neural network to identify 

objects, as the name would imply. This indicates that a single algorithm run is used to do prediction 

throughout the full picture. Multiple class probabilities and bounding boxes are simultaneously predicted 

using the CNN. The YOLO algorithm works by dividing the image into N grids, each having an equal 

dimensional region of     SxS. Each of these N grids takes part in the detection and localization of the 

object it contains. Correspondingly, these grids predict bounding box B coordinates relative to their cell 
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coordinates, along with the object label along with confidence value of the object being present in the cell. 

The following reasons make YOLO Algorithm significant: Speed, High Accuracy, Learning capabilities. 

 

 

Fig 4: Object Detection 

 

Face Tracking Module 

 

The implementation for face tracking is done by first setting up a frame and identifying a face. 

The identification of a face is done using the Viola-Jones method. Upon finding a face, the RPAS follows 

the person or the closest person among a group of people based on distance from starting point. Developed 

in 2001 by Paul Viola and Michael Jones, the Viola-Jones algorithm is an object-recognition framework 

that allows the detection of image features in real-time. Before detecting a face, the image is converted 

into grayscale, since it is easier to work with and there’s lesser data to process. 

 

The Viola-Jones algorithm first detects the face on the grayscale image and then finds the location 

on the coloured image. Viola-Jones outlines a box (as you can see on the right) and searches for a face 

within the box. It is essentially searching for these haar-like features. The features below show a box with 

a light side and a dark side, which is how the machine determines what the feature is. Sometimes one side 

will be lighter than the other, as in an edge of an eyebrow. Sometimes the middle portion may be shinier 

than the surrounding boxes, which can be interpreted as a nose. The speed of tracking depends upon the 

distance between the person and the RPAS. 

 

 

Fig 5: Face detection using Haar-like features 

 

 Digital Mapping 
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Digital Mapping is performed using visual odometry. The use of digital mapping in remotely 

piloted aerial systems (RPAS) has brought about significant advancements in various fields such as urban 

planning, environmental management, and agriculture. 2-D digital mapping, in particular, has proven to 

be a valuable tool for capturing and analyzing geographic information in real-time. 2-D digital mapping 

involves the creation of two-dimensional maps that provide a bird's eye view of the earth's surface. This 

mapping technology allows for the identification and visualization of objects, terrain features, and 

geographic information such as streets, buildings, and land cover. RPAS equipped with high-resolution 

cameras and sensors can capture detailed imagery and data, which can then be processed into 2-D maps. 

The velocity of the drone and its location from the bounding boxes is used to determine the current location 

of the drone relative to the image which is used as the reference. This is used to create a digital map of 

the path of the drone. This map is visible on a display device and the location is outputted as relative 

coordinates. Used for topographic surveys, photogrammetric solutions, progress monitoring, disaster 

management, and agriculture and forestry. 

 

 Gesture Control  

      

Gesture control involves recognizing hand gestures in real time using machine learning techniques 

and computer vision and utilizing them to control the movement of the RPAS. A machine learning-based 

software library called MediaPipe Gesture Recognizer has been developed by Google that can be used 

with a webcam or other camera to recognize different hand gestures in real-time. The MediaPipe Gesture 

Recognizer analyses video data using a neural network to recognize various hand gestures based on the 

user's finger and palm movements. Convolutional neural networks (CNNs) and recurrent neural networks 

(RNNs) are used in combination by MediaPipe Gesture Recognizer to analyze video data and identify 

hand motions.  

 

 
 

Fig 6: Recognition of hand gesture and display 

of hand landmarks 
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Fig 7: Various hand gestures for RPAS control 

 

The RNN is used to recognize a particular hand gesture by looking at the temporal sequence of 

the hand motions, while the CNN is used to extract information from the video frames and locate the hand. 

Real-time hand gesture recognition is possible with the MediaPipe Gesture Recognizer task, which also 

displays the results of the recognition as well as the hand landmarks of the hands that were found. This 

task receives either static data or a continuous stream and uses an ML model to act on image data. The 

task yields hand landmarks in world coordinates, hand landmarks in picture coordinates, and types of hand 

gestures. After recognizing a hand gesture, it can be used to control the movements of the RPAS. For 

instance, pointing up with index finger to increase altitude, pointing down to decrease altitude, closed fist 

to stop movement, pointing right or left to move right or left respectively and “OK” hand gesture to land 

the RPAS. It has several use cases. Robotics is one area where the MediaPipe library is put to use for 

gesture control of drones. Building hand gesture recognition models for real-time drone control, 

researchers and developers employ MediaPipe. Applications for this technology include surveillance, 

inspection, and search and rescue operations. 

 

VII. RESULTS 

 

       

         Fig 8: Surveillance (with movement parameters)  Fig 9: Object detection(person) 
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Fig 10: Object detection(Laptop and mouse)            Fig 11: Face tracking 

 

 

 

       

 

      Fig 12: Digital mapping     Fig 13: Gesture control(Stop) 

 

 

 
 

Fig 14: Gesture control(up) 
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VIII. DISCUSSION 

 

RPAS can cover a large area in a short span of time, making them more efficient than traditional 

methods of data collection. This can be particularly useful for tasks such as crop monitoring, land 

surveying, and infrastructure inspections. By using RPAS, data can be collected more quickly and 

accurately, allowing for faster decision-making and better resource allocation. RPAS can provide 

highly accurate and precise data, making them useful for tasks that require a high degree of accuracy, 

such as surveying and mapping. The data collected by RPAS can be used to create detailed 3D models, 

which can be used for planning and analysis purposes. Additionally, RPAS can be equipped with high-

resolution cameras and sensors, allowing for detailed data collection and analysis. RPAS can be used 

to perform tasks in hazardous or hard-to- reach areas, such as inspecting power lines or pipelines, 

without putting human operators at risk.  

 

This can reduce the risk of accidents and injuries, while also increasing the safety and efficiency 

of operations. RPAS can be a cost-effective alternative to traditional methods of data collection, such 

as manned aircraft or ground-based surveys. RPAS are generally less expensive to operate than manned 

aircraft, and they can be used for a wider range of tasks. Additionally, they require less manpower to 

operate, reducing the overall cost of operations. The use of RPAS is subject to regulations and 

restrictions that vary by country and can be complex and time-consuming to navigate. Operators must 

obtain appropriate licenses and permits, and adhere to strict guidelines on where and how RPAS can 

be flown. Failure to comply with these regulations can result in fines and legal consequences. RPAS 

can be used to collect data on individuals without their knowledge or consent, raising privacy concerns. 

For example, RPAS equipped with cameras could be used for surveillance purposes, raising questions 

about the appropriate use of the technology.  

 

To address these concerns, regulations have been introduced in many countries to restrict the use 

of RPAS for privacy-invasive purposes. RPAS operations can be impacted by weather conditions, such 

as high winds or precipitation, which can limit their usefulness. For instance, high winds can cause 

RPAS to     lose control, while precipitation can damage sensitive electronics. This means that RPAS 

may not be suitable for certain tasks in certain weather conditions. RPAS technology is still evolving 

and can have technical limitations, such as limited battery life, which can limit their capabilities and 

potential applications. 

 

IX. CONCLUSION 

In this paper, we try to zero in on an effective way to integrate multiple features into an aerial 

system which is either remotely controlled or partially automated. The features are namely surveillance, 

face tracking, object detection, lane following and digital mapping. We first look at multiple methods to 

perform surveillance using RPAS. Then we explore the various algorithms to perform object detection 

and their dependencies. This is an ambitious and challenging endeavour that requires a multidisciplinary 

approach. By integrating advanced technologies such as machine learning, computer vision, navigation 

systems, and mapping technologies, the RPAS can perform a range of tasks with high precision and 
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reliability. The developed system can provide valuable support to various fields, such as security, 

transportation, wildlife conservation, and urban planning, by enhancing the efficiency and accuracy of 

data collection and analysis. Overall, the project has the potential to contribute to the development of 

innovative RPAS systems that can meet the increasing demands for advanced aerial platforms in various 

applications. 
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